Chapter 4 Summary and Review (draft: 2019/11/17-21:15:28)

Expected value

Summary of topics and terminology:
e Expected value is the same as what we normally think of as ‘average’ or ‘mean’.

e B(X) = [ xfx(z)dx for continuous real-valued random variable X with pdf fx(z).

e E(X)= fox(x) for discrete random variable X with pmf fx(x).
T
e Expected value of a function of RV X: E(u(X)) = [%_u(z) fx(z)dx
or >, u(@) fx(x)
e Expectation E() is a ‘linear operator’. That means it distributes over sums and differences
nicely, and that we can pull out constant coefficients:

mw E(X 4+Y)=EX)+E(Y)

w E(aX +b) =aE(X)+0b

w B Xi) = 22, B(X)

w Bk crun(X)) = 30y cxE(ur (X))

e Multivariate expectation: E(u(X,Y)) = [ [ u(z,y)fxy(z,y) dz dy

Example problems:

1. Givene pdf f(z) =2z for 0 < x < 1. Find E(X).
Solution:
E(X) = folx <2z dr = %mj‘é =2

2. Consider a bag with 4 red balls and 3 blue balls. Draw 5 w/o replacement. Let X be the
number of blue balls drawn. Find E(X).
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3. Consider the joint pdf f(x,y) = 6e72*=3 for z > 0, y > 0. Calculate E(X +Y).
Solution:
E(X+Y) = [;7 o (@+y)6e 2 Wdady = [7° [[° a2e™ 2" [ 3e™3dy+ [° [;7 272" [;° y3e ¥dy =
£
Also notice that the joint pdf is separable and f(z,y) = 2e 2*3¢~3% Thus X and Y are
independent exponential random variables and E(X +Y) = E(X) + E(Y) = § + 1.
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Moments

Summary of topics and terminology:

Moments can be thought of the average value of the RV raised to a power.
n'" raw moment or moment about the origin: m, = u, = E(X") = [*_ 2" fx(z)dz for

continuous real-valued random variable X with pdf fx(z).

m, = p, = E(X™) Z:c" fx(z) for discrete random variable X with pmf fx(x).

n'" central moment or moment about the mean: i, = E((X —p)") = [*_(z— p)" fx (z)dz

for continuous and p, = E((X — p)") = >, (z — p)" fx () for discrete
Multivariate moments: ,un p =E (X"YF) = f f 2"yk fx vy (x,y) dr dy
or Y, 3, a"yF fx vy (2, y)

Variance is the 2"? central moment: Var(X) = 0% = E[(X — p)?] = B(X?) — p%.

Moment generating function: Mx (t) = E(e"X) = [ e fx(z)dz or Y}, €' fx ()

MGF is a power series with moments as coefficients:

Mx(t) = 1+ E(X)t + iE(X?)t? + JE(X3)t3 +

Moments can be calculated from MGF by taking derivatives and evaluating at ¢t = 0:
B(X") = M{(0) = M ()] g

Chebyshef’s theorem: P(|X — p| > ko?) < 5.

Example problems:

1.

Givene pdf f(z) =2z for 0 < x < 1. Find p, b, p2, o
Solution:

N:E(X):folx'zr dx = %;1:3‘(1):g
ph =E(X?) = fol 2?20 dor = %a:‘l‘(l) = 3.
7 = > = B(X?) — [BX) = g — i = § — (2/3) = 1

So this random variable has mean 2 and variance Var(X) = -

E .

. Find the moment generating function for X with pdf f(z) = 2z on [0, 1].

Solution:

M(t) = E(e!X) = fo 2z dx = 2z} m‘o—Qfolt edy = 21e'—2 e! ‘0

. Given moment generating function Mx(t) = ﬁeﬂ find E(X) and E(X?).

M'(t) = (1—t)"2” + (1 — t)"12te’” thus M'(0) = 1 = E(X).

M"(t) = 2(1 1) 36t 4 (1—1)722te” + (1 —t)22te!” 4+ (1 — t) 12t + (1 — )~ 14¢2e!” thus
M"(0) = 4 = E(X?).



Linear combinations and covariance

Summary of topics and terminology:
e Linear combination of RVs X1, Xo,... is 7, ¢; X;

e oxy = Cov(X,Y) = E((X — ux)(Y — py)) = E(XY) — uxpuy and can be positive or
negative or zero.

e RVs X and Y independent implies that they have zero covariance, but zero covariance does
not imply independence.

® Yl = Zz a,Z-Xi and Y2 = ZZ leZ, then:

w Var(Yy) =Y, aZVar(Y;) + 2 > icj @i Cov (X, X;)

IS COV(Y1, Yg) = El aibiVar(Xi) + Zi<j(aibj + ajbi)Cov(Xi, Xj)
Example problems:

1. Let Y7 = 3X7; — X5 and Yy = X7 4+ 5X5. Given that X; and X, have variances, 1 and 2,
respectively, and covariance -1, find the covariance of Y7 and Y5.

Solution:

Cov(Y7,Y2) =3-1-Var(Xy) + (—1)-5- Var(Xa) + (3-5+ (—1) - 1)Cov(X1, X2)
=3.1-5-2+14-(-1) = —21

2. Given joint pdf f(z,y) =2o0n0 <z <y < 1, find Cov(X,Y).
Solution:
hx = ffoooxf(a;,y) dx dy = fol f0y23; dx dy = %
py = [ uf(x,y) de dy = [ [ 2y do dy = 3
E(XY) = ffooo zyf(z,y) de dy = fol foy 2zy dr dy = i
oxy = Cov(X,Y) =E(XY) —puxpy =5 — 32 =5
3. If Cov(X,Y) =0, are X and Y independent?

Solution:

No! Independent RVs do have zero covariance, but zero covariance does not imply indepen-
dence!



Conditional expectation

Summary of topics and terminology:

B(X|XecA)= ff}jg?eA)
zf(x dy dx
« B(X |Y € A)= e fA(}"’ie% i

e E(X|Y=y) = /_Oo Tfx|y=y(Tly) dz = /Oo {ff(}/( )) dx for y a *fixed™® value

e The above formulas are given for continuous RVs, but the formulas for discrete RVs would
be the same but with summations instead of integrals.

e We can take the expectation of functions of RVs this way as well, e.g.
dx
B(u(X)| X € 4) = o &

« B(u(X,Y)|X € AY € B) = lnlarleifl) dr dy

e Conditional mean: px), = E(X [ Y =y)

e Conditional variance: Og(\y =E(X?|Y =y) - “gfly

Example problems:

1. Consider pmf f(z) = x/6 for x = 1,2,3. Calculate E(X | X # 3).
Solution:

A1i9.2
E(X | X #£3) =456 =3

2. Given pdf f(z) = x% for x > 1, find E(X | X > 1).
Solution:

[Fadde 207 2/t
EX|X>t)="%F— = b~ =2t
(Xl ) [ Zdx —z2 1/t2
This means that, given that we know X is beyond some threshold value, we expect it to be
twice that threshold.

3. Consider joint pdf f(x,y) = y% + %el_y n [0,1] x [1,00). Calculate the expected value of X
given that Y is less than 2. Also calculate the conditional expectation of X given that Y is
exactly 2.

Solution:

fo fl (i lel_y) dy dz
Jo ¢ (& +3etv) dy do

el det6(e—1) _ be—3

E(X|Y <2)=

= = ~ 0.5736
R C 6e+12(e—1) 9¢—6
The marginal for Y is fy(y) = 1 el v,
1 1 -1 1
+1 1
EX|Y=2)= f(@, ) x% de = ———— [ 22% + 4xe™! da
fY( ) 0 z+3e! 1+4e ! Jy

1 ! % + 26_1

2
= 2s%~ | = ~ 0.5674
1+ de ! [31; e ]0 1+ de !



